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Introduction

People naturally divide their everyday experience into a sequence of events and use
these representations to organize perception, memory and communication (Zacks & Tversky,
2001; Zacks, Tversky & lyer, 2001). Even under passive viewing conditions, neural data
suggests that people do not perceive time in a continuous stream, but rather spontaneously
parse their experience into distinct context representations (Zacks, Braver, Sheridan, Donaldson,
Snyder, Ollinger, Buckner, & Raichle, 2001).

Episodic memory refers to the ability to bind item representations to these context
representations and subsequently retrieve those bindings (Humphreys, Wiles & Dennis, 1994,
Tulving, 1972, 2002"). Although context is definitional for the study of episodic memory at this
point there is no theory of context. Contexts are typically operationally defined by referring to a
study list, aspects of the experimental task or the physical attributes of the laboratory
environment (Johnson, Hashtroudi & Lindsay, 1993; Smith & Vela, 2001). However, it is unclear
to what extent the contexts used in the laboratory resemble those that people typically employ
outside the laboratory (c.f. Conway & Pleydell-Pearce, 2000).

The lack of a theory of context is brought into stark relief when one considers work
showing the importance of context noise in paradigms such as single item recognition (Dennis &
Humphreys, 2001). In a series of studies, Dennis and colleagues (Dennis & Humphreys, 2001,
Dennis, Lee & Kinnell, 2008, Dennis & Chapman, 2009, Kinnell & Dennis, 2011; Kinnell &
Dennis, 2012) have shown that interference in recognition paradigms is likely to arise from the
occurrence of items in pre-experimental contexts. Consequently, any substantive progress in
our understanding of episodic memory awaits a better understanding of episodes in the wild.

Although it has long been argued that memory research that is focused solely on
laboratory work is futile (Neisser, 1976), the difficulty has been how to proceed when the
experience of the participant before they enter the laboratory cannot be rigorously quantified. One
approach is to look for generic proxies to an individual’s experience. For example, Anderson and
Schooler (1991) conducted analyses on newspaper headlines, corpora of child speech and
emails. They observed a remarkable correspondence between the patterns of recurrence in the
data and the form of memory retention and practice curves collected in the laboratory. However,
these methods require one to make an inference about the individual’s experience on the basis
of the experience of others. They are suitable for use in discovering strong trends, but given the
considerable individual variability in people’s life experience, their resolving power is necessarily
limited.

Another approach is to have people keep personal diaries or to elicit memories from
family members (e.g. Loftus & Pickrell, 1995). While useful for the purposes to which they have
been applied, these methods have limitations. The protocols that are collected are products of
the memory system - either of the individual being tested or family and friends and so do not
represent an objective record of events. As a consequence, their veracity cannot be confirmed
and more critically they are selective in nature. They are not comprehensive and cannot be used
to characterize the entire experience of the participant.

Today, however, technology provides us with entirely new options. Easy to carry and able
to monitor multiple sensor streams, smartphones can provide a convenient and ubiquitous
window into the contexts of daily life. In this project, we have conducted psychological work that
uses this data to develop a theory of context as well as machine learning work that builds on the
psychological insights to create create algorithms capable of automatically segmenting and

' In this context, we are interested in the informational requirements of episodic memory, not the
neuroanatomical hypothesis or the relationship to consciousness, which was added to the original concept
later.



tagging naturally occurring contexts.
Objectives of Research

a) To create a platform for collecting lifelogging data.

b) To characterize the distributional structure of context in the real world.

c) To empirically investigate people’s ability to isolate when events occurred.

d) To develop algorithms capable of automatically segmenting and tagging lifelog data.

Background and Technical Approach
a) To create a platform for collecting lifelogging data

In the course of this project, we have built a system which consists of an Android app, server
infrastructure and user interfaces. The app continuously acquires data, including vision, audio
(short sub-second snippets to preserve privacy), location and motion. Users wear the phone
around their neck to allow an unobstructed view for the camera and the data is sent
automatically to a secure server once a day. The user reviews each day’s data and provides
context boundaries, descriptions and labels, with the option to delete private portions.

b) To characterize the distributional structure of context in the real world.

Building a theory of context requires an understanding of the nature of episodic experience
outside the laboratory. An initial concern might be that people’s understanding of what
constitutes a context might be so variable as to render forming generalizations impossible. It is
certainly the case that people are able to conceive of contexts at different levels of abstraction
(Zacks & Tversky, 2001). However, it also seems to be the case that there is a basic level of the
event hierarchy that subjects naturally assume is the appropriate one to employ in our studies,
much as has been argued to be the case for object categories (Rosch, 1978). Subjects in our
experiments do not mark boundaries as consistently as is typically the case in laboratory studies
of event segmentation (c.f. Newtson,1976; Speer, Swallow, & Zacks, 2003), but it does not
require extensive instruction for subjects to understand what is required and between subject
segmentation F scores are around 0.57 which indicates moderate agreement (see Zhuang,
Belkin, & Dennis, 2012, for a description of how segmentation agreement is calculated). It
seems then that there is a notion of context or event in real world situations that participants can
employ reliably.

A number of interesting regularities are evident given the context boundaries, labels and
descriptions that our participants have provided. Figure 1 shows histograms of the durations of
contexts plotted on log and log-log coordinates. Short durations are more probable and when
plotted on log-log axes the function is approximately linear, suggesting that the distribution
conforms to a power law (although we are aware that demonstrating this rigorously is nontrivial,
c.f. Lee, 2004). The distribution bears a striking resemblance to the pattern found by Anderson
and Schooler (1991) when they examined the time between occurrences of words or sources in
newspaper headlines, child speech and email - a pattern that they point out resembles the
retention function found in laboratory studies of human memory. Finding a similar pattern in real
world context durations supports the idea that the retention function is a result of contextual
overlap.

The group data does not appear to conform to an exponential distribution (see log plot
Figure 1), which suggests that the generating process is not first order Markovian and places
constraints on the kinds of machine learning algorithms that can be entertained to predict context



boundaries and labels (see Aim D, below). However, more data is required as it is important that
the power law pattern is seen at both the group and individual levels. Heathcote, Brown &
Mewhort (2000) have demonstrated in the case of the power law of practice, that averaging over
exponential patterns can produce a curve that mimics a power law, and the same may be
occurring in this case.

We can also look at the distributions of context types by examining the labels that
participants provide to describe each context. Figure 2 shows the result of a content analysis of
these labels. Activity is the dominant way in which people characterize contexts, with places, day
of week, emotion/states, people and objects also contributing significantly to the context concept.
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histogram of context durations. participants context labels.

We have also employed methods from dynamic system theory to understand the nature
of visual and semantic context (Doxas, Dennis & Oliver, 2010; Sreekumar, Zhuang, Dennis &
Belkin, 2010). Figure 3 shows a recurrence plot derived by taking the images collected from one
subject ordered by time, plotting them against each other and filling in black the coordinates that
correspond to pairs of images that are sufficiently similar (see the paper for the details of image
representations and distance measures). The off-diagonal structure chronicles when the subject
is returning to visually similar contexts. One can see immediately that the subject’s life is very
regular with repeated visits to the same visual contexts. All subjects show a similar pattern,
although there are significant individual differences as well.

Figure 4 shows the correlation dimension plot of the same data. The correlation plot is
generated by recording how many pairs of points lie within a given radius and plotting on log-log
coordinates. Sreekumar et. al., (2010) found that people’s visual experience is consistently two
scaled. The lower scale ranges in dimensionality from 4-6 and captures within context variation,
while the higher scale ranges between 9 and 13 and captures between context variation. Despite
the high dimensional nature of images, visual contexts exist on a low dimensional manifold.
Furthermore, we have also conducted similar analyses on a large email corpus, designed to
capture the semantic contexts through which an individual traverses. The two scaled structure is
also seen there, suggesting that these observations are not just characteristic of visual context
(Sreekumar, 2012).

The correlation dimension plot characterizes the geometry of context representations,
but is not a statement about the dynamics of context change. To assess the degree to which the
dimensionalities we observe are a direct consequence of the contextual time series, we
employed Taken’s embedding theorem. The theorem states that under fairly general conditions a
delayed embedding of the time series of an observation function will retain the properties of the



original time series. To employ the theorem, we construct an observation function by applying
singular value decomposition to the context vectors and extracting just the first component.
Delay embeddings are constructed by running a moving window with fixed delays across this
series. The dimensionality of the resultant vectors is then calculated. Figure 5 shows the
calculated correlation dimension as a function of the embedding dimension (i.e. the window
size). Note that the dimensionality increases as a function of embedding dimension until one
reaches the intrinsic dimension of the time series. Sreekumar (2012) showed that there is a
strong correspondence between the dimensionality determined using the embedding procedure
and that determined on the basis of the correlation plot of the original vectors. By construction,
the delayed embedding dimensionality must be a consequence of the dynamics of the system
and so we can conclude that the observed correlation dimensions are not just a function of the
geometry of context space, but are intrinsic to the dynamics of context.
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Yet, another way of characterizing the nature of real world context is by looking at the network
structure induced by connecting similar images. Figure 6 shows this structure for one subject.
Each dot represents a single image with some images expanded to provide a sense of the visual
similarity. The cluster structure is apparent, but to quantify we calculated the global clustering
coefficient as a function of the similarity threshold. Even for small proportions of total edges
(~0.005) the coefficient is above .3 which is very high. Furthermore, the average path length on
the graph is about five, the diameter is about nine and the degree histogram falls off
exponentially. That is, the episodic network has small world properties like those found in
semantic memory networks (Steyvers & Tennenbaum, 2005).
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Using multiple methods, we are starting to form a picture of the nature of real world
context. The two scaled structure of visual experience and network analysis suggests that
context segmentation is not just a psychological abstraction that people apply to experience, but
is rather a property of that experience (albeit determined by the choices that people make).
Context durations seem to conform to a power law, although more work is required to establish
that and activity seems to be the dominant cue that people use to describe contexts followed by
place and day of week. Overall the observed degree of regularity emphasizes how recurrent
people’s lives are (c.f. Song, Qu, Blumm & Barabasi, 2010), a fact that has not been fully
appreciated in the laboratory-based memory literature and which does not play a significant role
in most memory models.

c) To empirically investigate and model people’s ability to isolate when events occurred.

To understand how people isolate when events occurred, we presented subjects with
images from the last two weeks of their data collection and asked them to indicate in which week
the image appeared. Pilot work has indicated that there are features of the lifelogging results that
do not appear in similar laboratory paradigms. Hintzman, Block and Summers (1973) found that
people are more accurate at the boundaries between study lists. However, we find that accuracy
is poor on the second Monday, suggesting that some form of backward telescoping occurs
(Hinrichs & Buschke, 1968; see Figure 7). In addition, we tested our subjects on the Thursday
following their data collection. Interestingly, there is a substantial decrease in reaction time when
subjects are judging images from the preceding Thursday - suggesting a same context
advantage. However, this advantage does not appear to extend to the first Thursday (see Figure
8). We are currently running additional subjects to clarify this result and intend to apply a
tensor-based model of episodic memory that we have been working on to account for pure
laboratory tasks to the lifelogging phenomena.
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d) To develop algorithms capable of automatically segmenting and tagging lifelog data.

Using our initial data, we have constructed a metric-based context segmentation
algorithm which relies only on accelerometer data to detect context boundaries (Zhuang, Belkin
& Dennis, 2012). We defined a metric for dissimilarity of FFT features from two time windows -
before and after a time point - and applied smoothing and peak-selection to detect those time
points that indicate the change of contexts. We showed in the paper that the propose method
outperformed similar state-of-the-art segmentation methods.

We have also developed a context tagging algorithm that uses only multisensory data to
infer the status of multiple unknown tags over time which included places, activities, and people
(Hamm, Stone, Belkin, & Dennis, 2012). In the paper, we proposed multisensory bag-of-words
representations of data that can be combined with various state-of-the-art learning algorithms,
and we performed systematic comparisons of representative classifiers from generative and
discriminative models as well as temporal and non-temporal models. In particular, temporal
models considered both the dependence of sensory data on the tags and the temporal
dependence of tags over time. Figure 8 is an example of true vs predicted tags from the results.
Among those algorithms, a large-margin based classifier for structured output (Altun,
Tsochantaridis, & Hofmann, 2003) showed superior classification accuracy, achieving >0.9
accuracy in recognizing the majority of 19 tags, and achieving >0.95 accuracy in recognizing
‘walk”, “drive”, “chores”, “tend to baby”, “restaurant”, and “outdoor” in particular, by
leave-one-day-out cross validation.

Several future challenges for the project were identified during our research on automatic
segmentation and tagging. Among those, the unreliability of ground truth tags from users and the
difficulty of cross-subject generalization became prominent. We are currently conducting
experiments with unsupervised hierarchical models (e.g., Duong, Bui, Phung &Venkatesh, 2004)
to make our approach feasible for a large collection of weakly- or unsupervised data from a
larger population.
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Significance of work and impact on science

Subjects do not enter our laboratories with a clean slate. In many areas of cognition, and
particularly in the area of memory, the experience of the subject prior to beginning our
experiments has a profound impact on their performance. Our current methods for
characterizing that experience are primitive. Consequently, most researchers either ignore the
problem, or try to work in domains where they expect the impact of prior experience will be
minimal. If we hope to build a science of memory which is both robust and demonstrably
applicable to the kinds of memory tasks people experience on a daily basis, we cannot ignore
pre-experimental experience. We must do a better job of characterizing it, and in this project we
have developed necessary enabling technologies and began the task of constructing a theory of
context in the wild.

Furthermore, people forget stuff (p<0.05). While forgetting might be optimal in the face of
restricted computational resources (Anderson, 1990), in general, forgetting is problematic
because it prevents access to the information that would allow us to make informed decisions.
Our biological memories for diet, exercise, relationship events, disease symptoms etc are far
from perfect. The long term objective of this project is to eliminate forgetting. The development of
writing, diaries and the personal digital assistant have all been milestones in this project.
However, all of these methods have the disadvantage that they require effort on the part of the
user at encoding. When they fail it is often because the information was never recorded in the
first instance. We would like to produce a memory prosthesis that makes the encoding of
personal information seemless. Imagine being able to search your life the same way you search
the internet. We have built a prototype of such a system during the course of this project.

An ability to track context will also have implications for a broad range of areas across the
social sciences. Collecting big data is not sufficient and creating mechanisms for summarizing
and visualizing the raw data is only the first step. The technologies we are developing fuse
multimodal data to allow us to identify what people are doing, when they are doing it, and who
they are doing it with. Furthermore, we have developed methods that allow us to share that data
despite its personal nature. These are critical enabling technologies for building a science of
people’s everyday experience.
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